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" Motivation: High Lum|n05|ty LHC CMS Tracker Upgrade The Track Finding Processor (TFP) h
e R AR o > High py tracks are indicative of interesting » Total available L1 time will be 12.5 ps, but only ~4 ps is
?E» ng physics (decays of high mass particles) available for track finding
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“; fgj' » Novel tracking modules utilise two » Processes very high data rates (~20,000 stubs per event)
- P 1.6-4.0 mm spaced silicon sensors, to down to the O(10) genuine/interesting tracks expected on average
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discriminate pr > 2-3 GeV » Track Finding Processor (TFP) receive data links from
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modadule » Fully time-multiplexed system: Processing of subsequent
» In 2026 - LHC will be upgraded in luminosity “stub” pass - events done on parallel independent nodes
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» Tracker will be replaced due to radiation damage and \ » Each TFP processes 1 of 8 ¢ sectors and 1 event out of 36
for high occupancy conditions 154 mem OF
» One TFP become the demonstrator slice unit
» New design will allow tracker read out at 40 MHz —
<100 pm » Highly scalable system
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FPGA-based Hardware Demonstrator Heterogeneous Hardware Demonstrator
Processing Octant % » Remote Direct Memory Access
L o\ gy DetectorOctent L (lely  Hmes T period (RDMA) can be used to directly

connect GPUs with FPGAs

» This allows for highly flexible
FPGA-based DAQ hardware
combined with high performance
computing GPUs
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36 TFP slices / octant
64 links-in @ 10 Gbps

(Red) Conventional transfer (Green) RDMA transfer
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O A Ca nd |date Coarse Precision . . . > (poll) Read/Uncompress data >Askfor data > Compute
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» Computational time of around 4 us _ 8 latency limit
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Duplicate Removal (DR) Genuine ;More co:'nplex allgorlthms are possible: F
Uses precise fit information 5 Stubs . Track €xagonal approac -
to remove duplicate tracks : —-1;----? -: Duplicate ' POLLING COMPUTATION  TOTAL
generated by the HT "Ji'""i J!' 'i Tracks _ --» estimated response time
Latency Breakdown )
» Total latency < 4 ps 4 Outlook of Heterogeneous Demonstrator
» TFP demonstrator slice could be realized with > RDMA enables low-latency data N (2
today's hardware (Virtex7 FPGA in uTCA board) . transters =
1025 ns - - . :
» KIT contributions to the project include the > Paired with efficient algorithms,
HT, DR, and the improved GP for the future GPUs can be used to realize tight
demonstrator feedback loops with less than 10 us
_ 1620 ns 38 ns y latency!
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Future FPGA Demonstrator Development > We illustrated the performance of
such systems by a prototype
» Next step is a system using the Xilinx KU115 FPGA and 16.3 Gbps optical implementation of the L1 CMS Track
links with a target latency of 2 pus using the ATCA form factor Trigger HT
> Tal‘getlng 18 time- mUItiPIE).( periOd | lDemonitgatorTFP lKintexUIt)r(a35caIe 115 m Virtex UItr)a(\;cale 11P T > LOOk at performance Of newer GPUS > |nVEStIgate new transfer technologles
needs 2x processing capacity o - High Bandwidth Memory (HBM) - PCle 4.0 (2x faster )
» Total sum of logic needed would be 2-4x better throughput - NV-Link (5-10x faster)
0(3) KU115 FPGAs T
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